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Service managers often find that available worker capacity does not match with actual demand during
a given day. They then must attempt to modify the planned work schedule to improve service and

increase profitability. This study, which defines such a setting as the real-time work schedule adjustment
decision, proposes mathematical formulations of the real-time adjustment and develops efficient heuristic
approaches for this decision. The study evaluates the relative effectiveness of these heuristics versus
experienced service managers, investigates the effect of the degree of schedule adjustment on profit-
ability, and assesses the effect of demand forecast update errors on the performance of the schedule
adjustment efforts. First, the results indicate that the computer based heuristics achieve higher profit
improvement than experienced managers. Second, there is a trade-off between schedule stability and
profitability so that more extensive schedule revisions (efficiency first heuristics) generally result in
higher profitability. However, the incremental return on schedule changes is diminishing. Third, we find
that active adjustments of work schedules are beneficial as long as the direction of demand change is
accurately identified.
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1. Introduction
Service managers in such organizations as financial
institutions (Mabert et al. 1979), health care organiza-
tions (Easton et al. 1992; Cayirli and Veral 2003; Mond-
schein and Weintraub 2003), postal services (Malhotra
and Ritzman 1994), call centers (Green et al. 2003),
emergency services (Mabert 1983), and quick service
restaurants (Mabert and Showalter 1982) often expend
significant effort and resources to forecast and sched-
ule the appropriate number of workers to meet time-
varying workloads. The process normally starts with
short interval forecasts (e.g., hourly estimates within a
day) that are developed two to four weeks in advance
of the day of service, taking into account seasonal
patterns and special events affecting workloads (Berry
et al. 1979; Boyd and Mabert 1977; Andrews and Cun-
ningham 1995; Mabert 1995). Based upon these esti-

mates, full- and part-time personnel are scheduled to
meet the expected workload. From initial scheduling
to the day of service, updates can occur because of
new information concerning changes in demand,
availability of staff, and/or other factors. When the
day of service arrives, actual demand can be measured
early in the day and compared against what was
forecasted. This comparison provides service manag-
ers with the opportunity to determine if a significant
gap is present between the experienced workload so
far and the scheduled staff capacity. If the gap is
deemed large enough, service managers will attempt
to make an immediate adjustment (within 15 to 30
minutes) to the staff schedule, using a set of the op-
tions listed in Table 1, all of which are quite common
in many service organizations. This correction to the
staff schedule is defined here as the real-time work
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schedule adjustment decision, and is the focus of this
study.

Real-time schedule adjustment is an important con-
cern in many labor-intensive, high-volume service or-
ganizations, such as quick service restaurants and call
centers, because failure to correctly match capacity to
demand can significantly reduce profitability and/or
customer service. For instance, one percent of sales are
lost for every six-second delay at the drive-thru in a
typical McDonald’s restaurant (Ordonez 2000). There-
fore, in the quick service restaurant industry, real-time
schedule adjustment is a common managerial practice
(Schmenner 1998; Love and Hoey 1990; Hueter and
Swart 1998). It is also reported that even the most
accurate call center staff scheduling must be comple-
mented by real-time schedule adjustment to achieve
the target customer service level (Mabert 1991; Mabert
1995; Cleveland and Mayben 1997).

Although it is apparent that real-time schedule ad-
justments take place daily in many service organiza-
tions, there has been very little academic research to
this end. To help understand the scope of this issue, it
is useful to make an important operational distinction.
The adjustment decision takes place in both front-line
and back-office operations. Front-line operations in-
volve those activities that deal with direct selling to
customers and have an immediate impact on revenue.
Examples include quick service restaurants (Mc-
Donald’s and Burger King), catalog sales (Land’s End
and Eddie Bauer), and PC sales (Dell and Gateway) to
name a few. Back-office operations are aftermarket
support activities and include tasks like directory as-
sistance (AT&T and MCI), technical support (Dell and
Gateway), and utility billing (Cinery and Con Edison).

This study addresses the adjustment decision for
front-line operations that impact revenue. This paper
aims to: (1) propose a mathematical formulation of the
real-time adjustment decision, develop efficient heu-
ristic solution approaches, and evaluate the relative
effectiveness of the heuristics versus experienced ser-
vice managers, (2) investigate the relationship be-
tween the degree of schedule adjustment and profit-
ability, and (3) evaluate the effect of demand forecast
update errors on the performance of the schedule
adjustment efforts.

While the adjustment decision occurs in many dif-
ferent institutional settings that reflect unique customs

and procedures, the quick service restaurant industry
was selected to test the proposed procedures. Specif-
ically, this investigation was initiated with a data col-
lection effort at the McDonald’s franchise in Blooming-
ton, Indiana (six restaurants), employing on-site
observations, corporate document archival review,
and structured interviews of corporate and unit man-
agers. Various managerial goals associated with the
adjustment process were identified, and based on this
information, goal programming formulations and so-
lution heuristics were developed. The authors con-
ducted a series of experiments using the heuristics and
actual service managers to address the research objec-
tives discussed above.

Although this study focuses on quick service res-
taurants, the authors believe the suggested formula-
tions and heuristics can be applied to other front-line
service organizations with the following characteris-
tics: (1) a high-volume of customer traffic, (2) a labor-
intensive cost structure, (3) short service delivery time,
(4) flexible workforce and shift structures that allow
use of the options in Table 1, and (5) an automatic data
collection system such as a point-of-sales system.

In the remaining sections of this paper, we present
our study. To initiate the discussion, Section 2 reviews
past literature on labor scheduling and real-time
schedule adjustment and presents the research objec-
tives. Section 3 describes the workforce management
process at McDonald’s as a backdrop for the following
sections. Then Section 4 presents two versions of a
preemptive integer goal programming formulation,
with Section 5 discussing solution heuristics. Section 6
describes the experimental methodology and Section 7
reports the experimental results in detail with respect
to the research questions. Finally, Section 8 outlines
the managerial implications of the study and proposes
future research directions.

2. Literature Review and Research
Issues

2.1. Literature Review
Workforce staffing and scheduling can be seen as a
three stage hierarchical process, as illustrated in Fig-
ure 1. While Stage One deals with deciding the size
and composition of the workforce, Stage Two focuses
upon assigning the staff to work tours covering a
given time interval (e.g., one week). Stage Three con-
cerns the process of modifying the work schedule
while implementing it during a day. For the past three
decades, numerous researchers have conducted exten-
sive studies of the service workforce, primarily con-
centrating upon Stage One and Stage Two decisions.
For example, Abernathy et al. (1973) and Ritzman et
al. (1976) proposed a hierarchical methodology to ad-
dress decisions in both Stages One and Two. Other

Table 1 Examples of Real Time Adjustment Options

Increase Capacity Decrease Capacity

❑ Change station assignment ❑ Change station assignment
❑ Cancel or change breaks ❑ Send to break
❑ Early start ❑ Late start
❑ Late leave ❑ Early leave
❑ Call in (add a new shift) ❑ Cancel shift
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researchers have focused on how to develop a “good”
work schedule in advance of implementation (say one
to two weeks). For instance, Mabert and Watts (1982),
Morris and Showalter (1983), Easton and Rossin
(1991), and Brusco and Jacobs (1998) developed heu-
ristic tour scheduling approaches, while Brusco and
Jacobs (2000) developed optimal models for continu-
ous tour scheduling problems. In addition, Bechtold
and Jacobs (1990), Thompson (1995) and Aykin (1996)
proposed optimal shift scheduling approaches. Fi-
nally, several research works explicitly addressed the
issue of differences between workers (work time avail-
ability, skill levels, preference, seniority, etc.) when
performing tour scheduling (Love and Hoey, 1990;
Loucks and Jacobs, 1991) and shift scheduling (Vak-
haria et al. 1992; Thompson 1997; Brusco and Johns
1998; Campbell 1999).

In Stage Three, the real-time schedule adjustment
process is again broken down into two phases, moni-
toring/detection and schedule adjustment, that occur dur-
ing the day of service. The first phase requires timely
and accurate detection of forecast bias and appropri-
ate revision of the forecast. Forecast bias detection can
be facilitated by automatic monitoring tools such as
simple cusum (Brown 1963), smoothed error (Trigg
1964), autocorrelation (Gardner 1983), planning charts
(Wu et al. 1992), and threshold curves (Kimes 1989).
Hur (2002) found planning charts and threshold
curves more effective than cusum and smoothed error
tracking signals in a high-volume service operation
system. Once a forecast bias detection signal has been
generated, the forecast can be updated using a ‘par-
tially known demand’ forecasting model (Bodily and
Freeland 1988; Kekre et al. 1990; Guerrero and Eli-
zondo 1997). In particular, Thompson’s (1999) busi-
ness-volume-consistency (BVC) chart was developed
to not only check whether actual demand counts are in
line with the forecast, but also predict day-end busi-
ness volume in real-time adjustment processes.

Unlike bias detection and forecast revision, the ad-
justment phase of Stage Three has received very little
attention in the literature (Thompson 1999). Some re-
searchers have suggested building flexibility strategies

such as on-call work pools (Berman and Larson 1994)
and action-time work-shift windows (Thompson 1996)
to respond to changes. Recently, Hill et al. (2002)
emphasized the need for research regarding informa-
tion requirements, infrastructural processes, and eco-
nomic consequences of real-time schedule control.
While these researchers provide some insight and sug-
gest scheduling alternatives, they do not directly ad-
dress the issues associated with schedule adjustment
decisions. This paper addresses this void in the liter-
ature.

2.2. Research Objectives
This paper focuses on three research objectives asso-
ciated with the real-time schedule adjustment deci-
sion, identified from past literature and interviews
with practicing service managers. The first research
goal is to develop a mathematical formulation of the
real-time adjustment decision and efficient heuristic
solution approaches, and to evaluate the relative ef-
fectiveness of the heuristics versus experienced service
managers. No research work has explored how a com-
prehensive set of adjustment options like those listed
in Table 1 could be formulated within a mathematical
model that generates the adjusted schedules quickly,
say in 10 to 15 minutes. This is a challenging task,
particularly when employees differ from one another
in terms of their availability, work skills, and wage
rates. Additionally, the practical viability of the heu-
ristics would be reinforced when they outperform de-
cisions made by experienced managers. Note that
practicing managers at various service organizations
routinely conduct real-time schedule adjustments and
have developed their own rules of thumb through
their years of experience. Past studies reported human
decision-making is as good as (Hill 1983) or superior
to (Nakamura and Salvendy 1988) computer based
heuristics for operational planning problems. How-
ever, a human decision maker’s performance is influ-
enced by many factors, such as problem complexity,
experiences, education, and analytical capability (Rob-
inson and Swink 1995, Swink and Robinson 1997).
Moreover, if different managers make decisions based
on their own heuristic rules, it is difficult to expect
consistent performance over time. Therefore, it is nec-
essary to investigate how well the computer based
solution methods measure up to experienced manag-
ers’ performance, by answering the following research
questions:

Q1: Do computer-based heuristics achieve better adjust-
ment performance than experienced managers’ adjustment
decisions?

Q2: When does the performance gap between experi-
enced managers and computer based heuristics become sub-
stantial?

Figure 1 Hierarchical Workforce Management
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The second research objective concerns the relation-
ship between schedule adjustment and profitability.
Proactive and complete modification of work sched-
ules may improve customer service and, in turn,
profitability of the organization. However, such ac-
tive adjustment can result in worker dissatisfaction
and increases managerial complexity. As will be
discussed in Section 4.1, practicing managers con-
sider multiple goals in schedule adjustments, but do
not necessarily agree among themselves which goal
is more important. In particular, junior managers
tend to emphasize schedule stability and worker
convenience rather than operational efficiency (la-
bor cost and productivity). Such goal orientation
may result in fewer schedule modifications and less
profit improvement. Therefore, it is interesting to
estimate the degree of profit reduction when em-
ployee and managerial convenience is emphasized
over operational efficiency. Two additional research
questions of interest address whether a schedule
adjustment always brings about an increase in prof-
itability, or if there is a diminishing return for ad-
justments, with changing levels of capacity gap:

Q3: If worker and managerial convenience is emphasized
over operational efficiency, to what extent does profitability
decrease?

Q4: How much schedule adjustment is enough? Is there
a saturation point where additional profit increase due to
schedule adjustment becomes minimal?

The third objective of this study aims to assess the
effect of forecast update errors on the performance
of real-time schedule adjustment decisions. Real-
time schedule adjustment is based on the premise
that managers can collect more accurate information
on customer demand and labor availability during
the day of service. Academic researchers have
shown that more data collection over time improves
decision quality in the setting of inventory control
across the supply chain (Gavirneni et al. 1999; He et
al. 2002). However, in reality, forecasting is rarely
free from errors. If the forecast update is incorrect,
the net benefit of real-time schedule adjustment may
be reduced. Therefore, the final research question of
interest is:

Q5: What is the impact of demand forecast update errors
on the performance of the schedule adjustment efforts?

In order to address the above research goals, the next
section describes the workforce management process
at quick service restaurants and provides background
information for the model formulation and subse-
quent experimental studies.

3. Workforce Management at Quick
Service Restaurants

To provide the context of a front-line operation for this
adjustment decision investigation, a field study was
conducted at a McDonald’s franchise consisting of six
stores in the Bloomington, Indiana area. Workforce
management at the McDonald’s franchise follows a
three-stage process as shown in Figure 1. In Stage One,
managers routinely develop medium- and long-run
staffing plans (recruiting and transfer), taking into
account store expansion/closing and seasonal fluctu-
ations of labor supply and customer demand over a
year. At the time of this study, about 320 hourly
employees (full and part time) and 30 salaried man-
agers were employed across these six restaurants.
Full-time and some part-time hourly employees are
cross trained for all major workstations such as Break-
fast Grill, Grill, Drive-thru, and walk-in Counter, while
most part-time employees are trained on selected
workstations, depending on their station preferences,
legal requirements, and managers’ discretion. Because
of the difference in labor market supply characteris-
tics, some restaurants employ almost a 100 percent
part-time hourly staff, while other units have predom-
inantly full-time hourly workers.

Stage Two starts with the generation of an hourly
sales projection for the upcoming week using a mod-
ified five-period moving average model. The unit
manager modifies the computer-generated sales pro-
jection by reflecting local special events. Projected
sales are translated into target staffing requirements
hour by hour according to the sales-to-staff conversion
table. The conversion table is designed with a service
target that has the average customer experiencing 3.5
minutes in the system (queue plus service). Each
hourly staffing requirement is, in turn, disaggregated
by specific workstations like grill or drive-thru win-
dow according to the positioning guide (or so-called
Floor Plan). Updates are made to the workforce size
(new hires and resignations), work time availability
windows for employees, and skill ratings. Next, the
computer system produces the “crew daily schedule
report” for the planning horizon; inserting rest (meal)
breaks if employees qualify. Tour scheduling aims to
minimize the sum of absolute deviations between
scheduled labor hours and target staffing require-
ments while satisfying employees’ preferences for
work times. Finally, the scheduling manager edits the
computer-generated schedule for any changes, and
then it is posted. It takes a scheduler an average of 2 to
6 hours per week per store to develop the upcoming
weekly tour schedule. Once it is posted, updates can
occur when turnover, employee illness, and absences
are discovered. Employees are allowed to swap their

Hur, Mabert, and Bretthauer: Real-Time Work Schedule Adjustment Decisions: An Investigation and Evaluation
Production and Operations Management 13(4), pp. 322–339, © 2004 Production and Operations Management Society 325



shifts with one another under the master scheduler’s
approval.

Stage Three takes place during the day of service. At
the observed restaurants, a day is divided into five
work horizons for each of which a manager is as-
signed to run the restaurant operations. During ‘prep
time’ (one hour before a work horizon starts), the
manager computes, records, and monitors the gap
between needed and available capacity in real-time,
and makes real-time schedule adjustments if neces-
sary. The need for real-time schedule control in these
restaurants arises mainly from uncertain customer de-
mand and unexpected worker absence or lateness. If
the observed capacity gaps exceed pre-established
threshold values (1 to 1.5 labor hours, amounting to
$100 to $150 in sales), managers actively seek out the
underlying causes by reviewing employee work
schedules, customer traffic levels, and their interac-
tions. Once the underlying causes are identified, man-
agers revise the forecast and staff requirements for the
rest of the day. If the causes are not identified, they are
inclined to use a simple extrapolation technique based
on the observed forecast errors during the early part of
the day. With the newly estimated staff requirements,
managers identify available capacity options such as
those listed in Table 1, and decide the type and extent
of actions that should be taken. When making adjust-
ments the managers need to take into account worker
skills, pay rate, worker availability, and the position-
ing guide in an attempt to achieve multiple goals
associated with customer service, cost control, worker
utilization, and schedule stability. Managers do not
necessarily agree with one another on how to pursue
the multiple goals. Interview data indicate that senior
managers are disposed to emphasize proactive reduc-
tion of capacity gap and labor cost while junior man-
agers are more concerned about schedule stability and
worker dissatisfaction.

Based upon the operational data collected, the real-
time adjustment decision involves the evaluation and
selection of alternatives in an uncertain environment.
The next section structures the decision process, rec-
ognizing the multiple dimensions (e.g., profit, em-
ployee morale, etc.) and constraints (e.g., worker
skills, availability, etc.).

4. Problem Formulation
This section presents a mathematical formulation of
the real-time schedule adjustment problem for settings
with a heterogeneous workforce. As noted earlier,
employees differ in their work-time availability, skill
(productivity) levels, skill type (training), number of
work hours a week available, and wage rates. Each
employee is originally scheduled to work at most one
shift per day (no split shifts are allowed). The assump-

tions of the formulation are: (1) managers have revised
the workload forecast and established staffing require-
ments for the rest of day, and (2) managers have
identified all employees who are willing to accept
schedule changes. In this setting, managers need to
modify the work schedule to meet the revised staffing
requirement. For the scenario described above, we
formulate the schedule adjustment decision as a shift
and task assignment problem with multiple goals,
employing two preemptive integer goal programming
models, each representing different hierarchies of
goals identified from experienced service managers.

The following notation will be used to formulate the
models.

Indexes
i � employee
j � shift
k � workstation
t � time period
Constants and Parameters
rkt � desired number of employees at station k dur-

ing period t
cij � cost of employee i assigned to work shift j
ajt � 1 if time period t is a work period in shift j, 0

otherwise
eik � relative efficiency or productivity index of

employee i at workstation k
Employees
N � set of employees available to work
Nk � set of employees qualified for workstation k
Time Periods
T � set of remaining time periods in the schedule

adjustment horizon
Ti

RA � real-time availability time window of em-
ployee i, i � N, i.e., the set of time periods within
which an employee’s modified/adjusted shift can be
scheduled within a day

ti
L � last period of employee i’s real-time availability

time window, i � N
Shifts
S � set of all shifts during a day
Si � set of all shifts to which employee i can be

assigned, i � N.
Si

0 � set of all shifts whose start and end times are
the same as those of employee i’s planned shift for the
day, i � N (e.g., two shifts may start and end at the
same time, but have a break at different times)

Workstations
M � set of all workstations
Mi � set of workstations for which employee i is

qualified, i � N
Decision Variables
Xij � 1 if employee i is assigned to shift j, 0 other-

wise, i � N, j � Si

Uikt � 1 if employee i is assigned to work at station
k during period t, 0 otherwise, i � N, k � Mi, t � Ti

RA
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hkt
� � number of surplus employees at workstation k

during period t, k � M, t � T
hkt

� � number of employees short at workstation k
during period t, k � M, t � T

Wi � 1 if employee i’s planned shift is changed, 0
otherwise, i � N

Vikt
� � 1 if employee i is released from station k at the

end of time period t, 0 otherwise, i � N, k � Mi, t
� Ti

RA

Vikt
� � 1 if employee i is newly assigned to station k

at the beginning of time period t � 1, 0 otherwise, i
� N, k � Mi, t � Ti

RA

4.1. Objective Functions
Extensive interviews with managers at the observed
restaurants revealed that profit maximization and
schedule stability are the major operational goals at
the restaurants. Managers assume that profit maximi-
zation is equivalent to the achievement of the target
customer service level (i.e., “average experience time”
� 3.5 minutes) with minimum labor cost. The target
customer service level is established so as to maximize
profit by McDonald’s Corporation and built into the
target staffing guideline. The staffing guideline estab-
lishes the number of workers required for the ex-
pected transactions during the period. Practicing man-
agers accept this approach because it is easy for front-
line managers and employees to understand and
implement on a daily basis. The target customer ser-
vice level and minimum labor cost are expressed by
three operational goals, as shown in equations (1) to
(3), representing surrogate measures for profit maxi-
mization in the objective function. Equation (1) indi-
cates that managers seek to minimize the sum of the
number of employees short from target staffing re-
quirements. Equation (2) minimizes direct labor costs
associated with the shift assignment. Equation (3) at-
tempts to maximize the sum of “effective” number of
employees (productivity) by assigning workers to
workstations at which they perform best.

Schedule stability is considered important as well
because excessive schedule modification increases
managerial burden/complexity and worker dissatis-
faction. Therefore, managers try to avoid shift changes
and task rotations, as represented in equations (4) and
(5). Equation (4) minimizes the number of workers
whose planned shifts are modified. In this study, a
shift change is defined as a change in either start or
end time of a shift. Finally, equation (5) suggests that
the total number of task rotations (as opposed to the
number of shift changes) scheduled during the day
should be minimized.

Minimize �
t�T

�
k�M

hkt
� �Minimize labor shortage� (1)

Minimize �
i�N

�
j�Si

cijXij �Minimize direct labor cost�

(2)

Minimize ��
i�N

�
k�Mi

�
t�Ti

RA

eikUikt

�Maximize overall productivity� (3)

Minimize �
i�N

Wi �Minimize shift changes� (4)

Minimize �
i�N

�
k�Mi

�
t�Ti

RA

�Vikt
� � Vikt

� �

�Minimize task rotations� (5)

We also note that managers have different preferences
toward goals (1) to (5). Senior or salaried managers are
compensated based upon restaurant profitability so
that they tend to be very proactive about schedule
adjustment and focus on labor cost reduction, whereas
junior or unsalaried managers typically are more con-
cerned about schedule stability and worker dissatis-
faction. To reflect such goal incongruence, we propose
two general policies, labeled an efficiency first (EF)
policy and a convenience first (CF) policy. Both policies
give top priority to minimizing labor shortages (i.e.,
meeting staff requirements) because it is necessary not
only to achieve the target service level, but also to
prevent employee burn out resulting from high work
intensity. In addition, shift assignment (equations (2)
and (4)) is considered more critical than task assign-
ment (equations (3) and (5)). They, however, differ in
prioritizing the goals of each assignment problem.

Equation (6) below shows a general form of the
objective function, where �i represents the weight as-
sociated with the ith priority goal. The efficiency first
policy places higher priority on profit maximization in
shift and task assignments, as shown in Equation (7a).
For shift assignment, the policy emphasizes minimum
labor cost over minimum number of shifts adjusted
(i.e., �2 �� �3). The focus of the station assignment is
first on maximizing effective capacity rather than min-
imizing task assignment changes (i.e., �4 �� �5).

�1��
t�T

�
k�M

hkt
�� � �2��

i�N

�
j�Si

cijXij� � �3��
i�N

Wi�
� �4���

i�N

�
k�Mi

�
t�Ti

RA

eikUikt�
� �5��

i�N

�
k�Mi

�
t�Ti

RA

�Vikt
� � Vikt

� �� (6)

�1 � �2 � �3 � �4 � �5 (7a)

In contrast, the convenience first policy emphasizes less
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managerial intervention and more employee conve-
nience, as shown in weight structure (7b) below. This
policy determines shift assignments such that the
number of adjusted shifts is minimized at the expense
of potentially higher labor cost (�3 �� �2). Addition-
ally, a higher emphasis is placed on minimizing the
number of worker transfers between stations than on
maximizing effective capacity in station assignment
(�5 �� �4).

�1 � �3 � �2 � �5 � �4 (7b)

4.2. Constraints
Although the two policies have different objective
functions, they have to satisfy a common set of con-
straints. Constraint (8) establishes staffing require-
ments by workstation for the rest of the day while
allowing either labor shortage or surplus to occur at a
workstation. Constraint (9) requires that each worker i
be assigned to a shift in Si. Note that Si can be defined
to include shifts representing all the options in Table 1,
including shifts of zero length, such as canceling a
shift or not asking an employee who is on call to come
in. Recall that we assume an employee works only one
shift per day. Constraint (10) requires that a worker be
assigned to one of the workstations if the worker is
scheduled to work during time period t. Note that
constraints (9) and (10) ensure that no employee is
assigned to work more than one task during a given
time period (i.e., ¥k�Mi

Uikt � 1 @i � N, t � Ti
RA).

Constraints (11), (12), and (13) count adjusted shifts
and worker transfers between stations. Finally, con-
straints (14) and (15) enforce integrality and non-neg-
ativity constraints.

�
i�Nk

eik Uikt � hkt
� � hkt

� � rkt � k � M, t � T (8)

�
j�Si

Xij � 1 � i � N (9)

�
j�Si

ajt Xij � �
k�Mi

Uikt � 0 � i � N, t � Ti
RA (10)

�
j�Si

0

Xij � Wi � 1 � i � N (11)

Uik�t�1� � Uikt � Vikt
� � Vikt

� � 0

� i � N, k � Mi , t � Ti
RA�ti

L (12)

Vikt
� � Vikt

� � 1 � i � N, k � Mi , t � Ti
RA�ti

L (13)

Xij � �0, 1� � i � N, j � Si , Uikt � �0, 1�

� i � N, k � Mi , t � Ti
RA (14)

Wi � �0, 1� � i � N, Vikt
� , Vikt

� � �0, 1�

� i � N, k � Mi , t � Ti
RA

hkt
�, hkt

� 	 0 � k � M, t � T (15)

In sum, we propose two goal programming models
using the two general policy objective functions and
the constraints described above. First, the efficiency first
preemptive goal program (EFPGP) minimizes objective
function (6) subject to constraints (7a) and (8) to (15).
Similarly, the convenience first preemptive goal program
(CFPGP) minimizes objective function (6) while meet-
ing constraints (7b) and (8) to (15).

4.3. Preprocessing
The assignment formulation for the real-time adjust-
ment decision is possible because all options in
Table 1 can be included in set Si, the alternative shift
schedules to which employee i can be assigned. The
set Si allows the model formulation to handle a wide
variety of different scheduling policies while still
remaining quite general. To identify Si given em-
ployee i, we need to find the employee’s real-time
availability window (Ti

RA), which is jointly deter-
mined by his/her normal availability window, max-
imum tolerable change in shift times, and initial
work schedule. Once the time window is found, all
shifts of set S are enumerated to search for those
that are in the time window while satisfying shift
length restrictions. For the test problems discussed
in Section 6, the average size of Si is 50. The size of
Si is a function of availability window, shift length
flexibility (limitation on shift length), break time
flexibility, and degree of worker tolerance (how
many hours they are willing to adjust).

5. Solution Heuristics
Realistic size schedule adjustment problems have
thousands of integer variables and constraints and
generally require a great deal of computing time to
obtain proven optimal solutions to the goal program-
ming subproblems. Considering that real-time sched-
ule adjustment should be carried out during a short
time window, such as 15 to 30 minutes, it is essential
to quickly generate new work schedules. Therefore, in
this study, we introduce the following heuristic solu-
tion approaches:

LB: Sequential Mixed Integer Programming (MIP) with
Loose Bounds

BDA: Build-Drop-Assign with Greedy Search

The LB approach adopts a sequential approach to the
preemptive goal programming models, and acceler-
ates the LP based branch and bound process by relax-
ing the optimality criteria. The BDA heuristic starts
from the initial work schedule, and modifies it via
heuristic search rules. Each solution approach has two
variations according to its managerial goal orienta-
tions, namely, efficiency first (EF) and convenience
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first (CF). Therefore, a total of four heuristic solution
methods are developed for evaluation, as shown in
Table 2.

5.1. LB Heuristic: Sequential MIP with Loose
Bounds

It is not easy to select the weight coefficients (�i) given
the different units of measure (labor hours, cost, num-
ber of shift changes and task rotations) for the five
objective functional forms in equation (6). The loose
bound (LB) approach solves the efficiency first and
convenience first goal programs EFPGP and CFPGP
by using a sequential procedure (Hillier and Lieber-
man 2001). Specifically, the first priority goal is opti-
mized given a set of constraints without consideration
of the other goals. Then, a constraint stating that this
optimal objective function value cannot be exceeded is
added to the constraints of the second MIP problem,
and the second goal is optimized. Such sequential
optimization is continued until the last goal is opti-
mized.

The LB approach successively solves the five MIP
subproblems with relatively loose optimality criteria.
Loose optimality criteria are achieved by objective
value tolerances (percent gap � 3%, absolute gap
� 0.01 for 1st subproblem, absolute gap � 0.9 for the
other four subproblems). The time limit per subprob-
lem is 5 minutes, allowing a maximum of 25 minutes
for each test problem. In addition, solution time is
shortened for the task assignment subproblems (4th
and 5th priority goals) by fixing the shift assignment
schedule as the one obtained from the 3rd subprob-
lem. This method makes the second and third priority
goal constraints redundant and eliminates all shift
related variables and constraints. As a result, the task
assignment subproblems become simpler to solve.

We also considered a tight bound approach (percent
gap � 0.1%, absolute gap � 0.001, solution time limit
� 1 hour per subproblem), and found that the quality
of solution can be slightly improved, but at the cost of
significantly greater computing time. For instance, us-
ing the test problems discussed in the next section
(STORE A), the efficiency first approach with the
above mentioned tight optimality criteria achieved a
0.4% increase in profitability but took 28.5 times
longer to solve (7,950 seconds per problem) than the
loose bound heuristics. Therefore, the remainder of
the paper focuses on the loose bound heuristics.

5.2. BDA Heuristic: Build-Drop-Assign with
Greedy Search

The BDA heuristic, described in more detail below,
modifies a given work schedule through the use of
priority based selection rules, and aims to achieve a
given hierarchy of managerial goals. First, the BUILD
module attempts to eliminate any capacity shortages,
and then the DROP module is called to reduce any
unnecessary surplus labor hours. The resulting shift
assignment schedule is fed to the ASSIGN module,
from which the task assignment schedule is deter-
mined. The following notation is used to present the
steps required for each module.

CANDIDATE: the set of workers available for shift
and task assignment

BEST_SHIFTS: incumbent shift assignment sched-
ule

BEST_ASSIGN: incumbent task assignment sched-
ule

MIN_COST: direct labor cost associated with BEST_
SHIFTS

MIN_SHORT: labor shortage achieved by BEST_
SHIFTS

MIN_SURPLUS: labor surplus achieved by BEST_
SHIFTS
MIN_CHANGES: shift changes required to obtain

BEST_SHIFTS

BUILD

Step 1. From the given work schedule, identify candi-
date workers for capacity increase and sort in ascending
order of hourly wage (ties are broken first by overall pro-
ductivity, second by the number of assignable shifts, and
finally lexicographically.)

Step 2. Select the lowest paid worker from CANDI-
DATE and identify the shifts assignable to that worker. For
each of these shifts, calculate the labor shortage assuming
the shift is adopted but the other shifts of BEST_SHIFTS
remain unchanged.

Step 3. Select the shift that minimizes labor shortage
and update BEST_SHIFTS and CANDIDATE only if it
reduces MIN_SHORT. Otherwise, remove the worker from
CANDIDATE.

Step 4. If MIN_SHORT is zero or if CANDIDATE is
empty, then terminate BUILD and go to the DROP module.
Otherwise, go to STEP 2.

DROP

Step 1. Identify candidate workers for capacity decrease
and sort in descending order of wage rate (ties are broken
first by the number of assignable shifts, second by overall
productivity, and finally lexicographically).

Table 2 Summary of Heuristic Solution Methods

Solution approach

Goal orientation

Efficiency first (EF) Convenience first (CF)

LB Heuristics (LB) LB_EF LB_CF
Build-Drop-Assign (BDA) BDA_EF BDA_CF
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Step 2. Select the highest paid worker from CANDI-
DATE and identify all shorter shifts assignable to the se-
lected worker (including a “cancel shift” option). For each
shift, compute labor cost, labor shortage, and shift changes
assuming that the shorter shift is adopted and that the other
shifts of BEST_SHIFTS remain unchanged.

Step 3. Select the shift that minimizes labor cost and
update BEST_SHIFTS and CANDIDATE only if labor cost
is reduced while MIN_SHORT is not increased (In the case
of BDA CF, MIN_CHANGES should not be increased).
If no shift meets these conditions, remove the worker from
CANDIDATE.

Step 4. If MIN_SURPLUS is zero or if CANDIDATE
is empty, then terminate DROP and go to the ASSIGN
module. Otherwise, go to STEP 2.

ASSIGN

The ASSIGN module sets the staffing requirements for
each period equal to the number of employees sched-
uled in BEST_SHIFTS, which is available after a single
pass of the BUILD and DROP modules. In addition,
the module initializes CANDIDATE by assigning the
workers only in BEST_SHIFTS to this set. The effi-
ciency first BDA heuristic (BDA_EF) determines task
assignments period by period to maximize overall
productivity as follows:

Step 1. From the set CANDIDATE, select the workers
who are available to work the earliest “unassigned” time
period in BEST_SHIFTS.

Step 2. Select the task with the largest capacity shortage
and, from the workers identified in Step 1, assign the most
productive worker to the task. Update BEST_ASSIGN.
Repeat this process until every worker identified in Step 1 is
assigned to a task.

Step 3. If the task assignments for the last period of the
day have been determined, then terminate ASSIGN. Oth-
erwise, go to STEP 1.

The convenience first BDA heuristic (BDA_CF) deter-
mines task assignments worker by worker, rather than
period by period, to minimize task rotations as fol-
lows:

Step 1. From the set CANDIDATE, select the worker
with the highest overall productivity.

Step 2. From the worker’s shift start time, assign the
worker to the task that he/she performs best. If the task is
fully staffed, the worker is assigned to the next best per-
forming task. Repeat this process until the worker’s shift
end time. Update the sets BEST_ASSIGN and CANDI-
DATE.

Step 3. If CANDIDATE is empty, then terminate the
ASSIGN module. Otherwise, go to STEP 1.

6. Experimental Methodology
To address the research issues posited earlier in the
paper, this study conducts experiments that employ a
variety of experimental factors. First, a set of test prob-
lems are designed based upon factors such as store
type and workload gap. Test problems are solved
using both computer based heuristics and human de-
cision makers (experienced managers). Solutions (i.e.,
modified work schedules) from both the heuristics
and the managers are used in a computer simulation
to evaluate the impact of the modified schedules on
profitability of the restaurants.

Three major performance measures are collected in
the experiments: (1) percent shift changes, (2) task
rotations per worker, and (3) percent Earnings after
Labor (EAL) increase. Percent shift changes is a per-
centage computed from the ratio of the number of
workers whose shifts are changed to the number of all
workers available for schedule adjustments. Task ro-
tations per worker is computed as the ratio of total
number of station changeovers to the number of work-
ers scheduled in a revised half-day schedule. Earnings
after Labor (EAL), defined as sales revenue minus
direct labor cost, is estimated from computer simula-
tion. Percent EAL increase measures the percentage
EAL improvement due to schedule adjustment as
compared to the base case of no adjustment action
(NO ACTION).

6.1. Test Problems
The test problems represent diverse schedule adjust-
ment scenarios, generated using two different store
environments (STORE A and STORE B) and various
levels of workload gap (WORKLOAD GAP). The char-
acteristics of STORE A and STORE B, representing
two staff configurations, are given in Table 3. STORE
B has a higher proportion of part-time workers and
more action times in its work schedules. Action time is
the time when a shift or break started or finished
(Thompson 1996). In addition, STORE B has more
scheduled workers within the adjustment horizon,
and almost twice as many call-in employees available
when compared to STORE A. Both stores have the
same overall storewide skill ratings and hourly wage
rates, and all workers are cross-trained. In addition, a
shift length of at least three hours is guaranteed, while
changes in start time, end time, and shift length are
limited to two hours. Eight initial work schedules per
store are considered. WORKLOAD GAP indicates the
difference between the actual workload and the ini-
tially predicted workload, measured by the mean per-
cent deviation. X% Gap is implemented such that the
initial half-hourly sales projections are changed by
X%, implying the demand change would persist
throughout the remainder of the day. For each test
problem, it was assumed that the real-time schedule
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adjustment was carried out only once per day, at
1:00 PM.

It should be noted that the assumptions of a persis-
tent demand gap and once-per-day adjustment are not
necessary for the suggested goal programming formu-
lation and heuristic solution approaches. In other
words, the suggested formulation and heuristics can
be utilized to make multiple adjustments under dif-
fering demand change scenarios. The primary reason
for the two assumptions is to help the field managers
more easily understand and analyze the test problems.
In addition, this persistent demand shift is not uncom-
mon in reality. For example, a major culprit of forecast
errors in this industry is the weather, which tends to
influence sales during the entire day. Moreover, man-
agers often use simple extrapolation methods to up-
date forecasts when they do not know the cause of
demand changes.

6.2. Computer Implementation of the Heuristics
The BDA heuristic was programmed using Microsoft
EXCEL 2000 Visual Basic for Applications, while the LB
heuristics were implemented using the ILOG CPLEX
Callable Library (Version 7.0). Since the CPLEX Mixed
Integer Optimizer allows custom configuration of its
parameters, a pilot computational study was con-
ducted to identify parameter values that performed
well for the test problems (preprocessor � on; node
selection � best estimate search; variable selection
� maximum infeasibility; MIP emphasis � optimal-
ity). In addition, to help find a feasible integer solution

quickly, each goal programming subproblem wrote
the best integer solution into a file, which was read
and used as a starting integer solution by the next
subproblem. All problems were solved on a Pentium
III (600 Mhz) IBM PC-compatible computer.

6.3. Data Collection from Experienced Managers
To address the relative effectiveness of human deci-
sion makers versus computer based approaches, 16
experienced operations managers were recruited from
the observed restaurants by different ranks (store
manager, first assistant manager, second assistant
manager, and master swing manager). Participating
managers had an average of seven years of managerial
work experience in the quick service restaurant indus-
try. Eight of the sixteen participants were randomly
assigned to STORE A, whereas the rest were assigned
to solve the problems based upon STORE B character-
istics. Each manager was given 15 minutes to read the
task description and a short case on the store to which
he or she was assigned.

A single work schedule for the day was given to the
manager, who was asked to revise the work schedule
one time for the remainder of that day. The daily
activity report showed actual customer transactions
up to 1:00 PM. For example, in the case of ‘�30%’
demand gap, the report showed approximately a 30%
increase in sales over the initial projections, and the
managers were told that these data represented a 30%
upward shift in customer traffic, and that such a shift
would persist for the rest of day. Then, the managers

Table 3 Store Environments

STORE A STORE B

Workforce composition Full-time � 13
Part-time � 29
Total 42

Full-time � 5
Part-time � 45
Total 50

Time window No. of workers Time window No. of workers
Permanent work-time availability Opening–Closing 13 Opening–Closing 5

Opening–16:00 12 Opening–16:00 16
10:00–20:00 5 10:00–20:00 13
14:00–Closing 12 14:00–Closing 16

Cross-training All trained to three major stations and average skill rating � Good
Outstanding (120%), Excellent (110%), Good (100%), Need Improvement (80%)

Wage rates Store-wide average rate � $6.60/hour
Opening and closing time premium � $0.25–$0.50
Multi-skilled and higher productivity workers are paid higher

Shift length restriction Minimum 3 hours
Shift change restriction Maximum start time change � 2 hours

Maximum end time change � 2 hours
Maximum shift length change � 2 hours

Number of variables
�

i

�Si� � �N� � 2 � �M� � �T� � 3�N� � �M� � �T� �maximum�

STORE A � 5,057, STORE B � 6,288 (average)
Number of constraints* 2 � �N� � �M� � �T� � � �N� � �T� � 2 � �N� � �M� � �T� (maximum)

STORE A � 2,810, STORE B � 3,369 (average)

* Excluding non-negativity and integrality constraints.
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were asked to estimate the new capacity requirements,
and adjust the work schedule to obtain the required
capacity. Fifteen minutes were given to the manager to
complete each case. All managers solved the assigned
problems during the given time.

6.4. The Quick Service Restaurant Simulator
Percent shift changes and task rotations per employee
were collected by inspecting the work schedules re-
vised by each solution method. Recognizing that staff
adjustments occurring in practice face uncertain out-
comes, computer simulation was used to determine
the impact on profitability of the schedule adjustment
decisions for both the heuristic and manager solutions.
The Quick Service Restaurant (QSR) Simulator used in
this study is a discrete event simulation model and
was designed to imitate daily restaurant operations by
incorporating opening and closing of the restaurant,
customer arrival, queuing, blocking, reneging, order
placement, payment, food processing, order assembly
and presentation, and real-time work schedule adjust-
ment. It was programmed in Visual Basic and used the
support routines of Law and Kelton (2000) to control
list-processing tasks and to gather statistical data.

Each simulation run corresponds to a single day’s
operation, and a daily work schedule is randomly
selected from the eight schedules before starting each
run. Stores open at 6:00 AM and close at 11:00 PM.
Real-time schedule adjustment by each solution
method occurs at 1:00 PM. We assume that the size of
the demand gap is identified at 1:00 PM based on
actual sales data collected up to that point in time.
Only wages to be paid for the rest of day were com-
puted because labor costs incurred before 1:00 PM are
a sunk cost. Sales revenues were accumulated from
1:00 PM to the last customer being served. Finally,
half-day Earnings after Labor was obtained by sub-
tracting labor cost from accumulated half-day sales
revenue.

The customer order process follows a non-station-
ary Poisson process given a series of mean half-hour
customer arrival rates since empirical data corrobo-
rated an exponential interarrival time distribution.
Customer order class (binomial, walk-in:drive-thru
� 50%:50%) and intended purchase (multinomial, av-
erage � $3.5) are determined upon arrival to the sys-
tem. Orders are routed through three serial service
stations, including order placement/payment, food
preparation, and order assembly and presentation,
where service times are exponentially distributed. The
maximum number of work-in-progress orders in the
stations is limited to eight for each customer class,
reflecting physical limitations of the drive-thru lane
and a maximum of two work-in-progress policy at the
walk-in cashier. The mean service time of a station is
estimated as a function of staff size, based upon the

sales-to-staff guideline and 210-second service time
target. Customer impatience for delayed service is
modeled by reneging. If the actual waiting time of a
customer in the queue exceeds his/her randomly gen-
erated tolerable limit, then the customer reneges and
leaves the queue. Otherwise, s/he places an order and
waits until the order is presented. No reneging occurs
after the order is placed. The tolerable waiting time
distributions were estimated based upon data col-
lected from the sixteen managers. A uniform distribu-
tion was used for drive-thru customers (Uniform(0.5
min, 5 min)) and a truncated exponential distribution
was used for walk-in customers (min(1.5 min, expo-
nential (3.72)). The estimated distributions are consis-
tent with data reported in the literature (Hueter and
Swart 1998).

7. Experiments and Analysis of
Results

7.1. Comparison of Human Decision Makers and
Computer Based Heuristics

To evaluate the relative performance of the proposed
computer heuristics (LB_EF, and BDA_EF) and hu-
man decision-making (MGMT), 64 test problems were
generated based upon eight initial work schedules per
store, two store types (STORE A and STORE B), and
four levels of workload gap (WORKLOAD GAP
� �30%, �15%, �15%, �30%). To obtain earnings
after labor, the revised schedules were then simulated
under the same level of workload gaps upon which
the schedules were adjusted. The performance differ-
ences between LB_EF and MGMT and BDA_EF and
MGMT were tested at a 5% significance level using a
repeated measures ANOVA and paired sample t-tests.
The experimental results are similar for STORE A and
STORE B, so we report only the data for STORE A, as
shown in Table 4.

Research Question Q1: Do computer-based heuris-
tics achieve better adjustment performance than experienced
managers’ adjustment decisions?

For all levels of workload gaps at both STORE A and
STORE B, LB_EF made more shift changes and
greater profit improvement than experienced manag-
ers (MGMT). The differences in both shift changes and
profitability were statistically significant at 
 � 5%.
On the other hand, the difference in shift changes
between BDA_EF and MGMT is not significant at
STORE A (significant at STORE B), but BDA_EF
yields more profit improvement (statistically signifi-
cant) than experienced managers for all levels of
workload gaps at both stores. It was also observed that
managers scheduled more task rotations than the heu-
ristics. The tenable explanation is that managers had
more control over task rotation in practice and, thus,
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they had a tendency to emphasize assigning people
with the right skills and did not spend much time
attempting to reduce task rotations when solving the
test problems. Based on the above findings, we may
conclude that computer based heuristics resulted in
greater profit improvement than the experienced man-
agers.

In addition, the difference in shift changes between
LB_EF and BDA_EF was insignificant at both stores
but, overall, LB_EF achieved slightly higher and sta-
tistically significant profit improvement than BDA_EF
at both stores. Note that LB_EF consistently scheduled
fewer task rotations than BDA_EF, implying that the
“Assign” module of BDA_EF was relatively ineffec-
tive. Both LB and BDA heuristics proved computa-
tionally very efficient. BDA solved the test problems in
less than a minute, while LB_EF took an average of 4
to 5 minutes, suggesting either of the heuristics is a
viable alternative.

Research Question Q2: When does the performance
gap between experienced managers and computer based
heuristics become substantial?

First, a test problem becomes more complex when the
workload gap gets bigger. Therefore, we conducted a
repeated measures ANOVA to evaluate whether the
large workload gap (i.e., �30 or �30%) would induce
a greater performance gap between managers and
computer heuristics than the small gap (i.e., �15% or
�15%). The differences in shift changes and task ro-
tations between MGMT and LB_EF were not signifi-
cantly affected by the size of the workload gap. How-
ever, the profitability gap between MGMT and LB_EF

was greater and statistically significant when the
workload gap was larger. Second, an investigation
was conducted to determine if managers adjusted
work schedules differently when the workload gap
was positive (i.e., �15% and �30%). The repeated
measures ANOVA found results similar to those
above. That is, the profitability gap between MGMT
and LB_EF was greater and statistically significant
when capacity was increased, although the differences
in shift changes and task rotations were insignificant.
In summation, these findings lead us to conclude that
the performance gap between managers and heuristics
is closely associated with problem complexity, mea-
sured in the size and direction of workload gap. The
greater and positive workload gap increases problem
complexity, which in turn makes problem-solving
more challenging to managers.

Finally, it is useful to estimate the practical signifi-
cance of computer based heuristics in an average res-
taurant. For a given schedule adjustment approach,
annual EAL improvement (versus No Action) is ex-
trapolated at a quick service restaurant with annual
revenue of $2 million, and presented in Figure 2 as a
function of the percentage of days where the schedule
is adjusted. The frequency of schedule adjustment
during a year varies widely across the observed res-
taurants. Given the portion of adjusted days in a year,
it was assumed that 80% of them were equally divided
between � 15% or �15% gap, with the remaining 20%
at either �30% or �30% gap, based upon data ob-
tained from the restaurants. When a moderate amount
of adjustment occurs, say 35% to 45% annually, LB_EF
can increase earnings by approximately $8,000 to

Table 4 Experienced Managers versus Computer Heuristics: STORE A

Workload gap

Solution method

MGMT (A) LB_EF (B) BDA_EF (C) (B)-(A) (C)-(A)

Mean percent shift change1 �30% 53.2 54.4 47.0 1.2 �6.2
�15% 33.7 48.8 25.2 15.1* �8.5*
�15% 27.5 56.7 44.0 29.2* 16.5*
�30% 39.6 56.6 61.2 17.0 21.6*
Total 38.5 54.1 44.3 15.6* 5.8

Mean task rotations2 �30% 1.8 1.0 1.6 �0.8* �0.2*
�15% 2.0 1.1 1.8 �0.9* �0.2
�15% 2.1 1.0 2.0 �1.1* �0.1
�30% 2.3 1.0 1.9 �1.3* �0.4
Total 2.1 1.0 1.8 �1.0* �0.3*

Percent EAL increase versus no action3 �30% 5.9 7.4 6.4 1.5* 0.5*
�15% 1.7 2.9 2.5 1.2* 0.8*
�15% �0.2 2.3 2.4 2.5* 2.6*
�30% 2.8 6.6 7.1 3.8* 4.3*
Total 2.6 4.8 4.6 2.3* 2.0*

1 Mean percent shift change � average of the percent ratios of shift changes made by solution method over shifts available for adjustment.
2 Mean task rotations � average number of task rotations per employee made by solution method.
3 Percent EAL increase versus no action � (Half day EAL � Half Day EALNO ACTION)/Half Day EALNO ACTION 	 100.
* Statistically significant at 
 � 5%.
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$12,000 per store more than what experienced manag-
ers can achieve, as estimated from Figure 2.

7.2. The Extent of Schedule Adjustment and
Profitability

Research Question Q3: If worker and managerial
convenience is emphasized over operational efficiency, to
what extent does profitability decrease?

To address this question, the same test problems
from the prior section were solved and simulated
again using convenience first solution approaches
such as BDA_CF and LB_CF heuristics. The perfor-
mance differences between LB_EF and LB_CF and
BDA_EF and BDA_CF were tested at a significance
level of 5% using a repeated measures ANOVA and

paired sample t-tests. The experimental results are
similar for STORE A and STORE B, so we report
only the data for STORE A, as shown in Table 5. The
efficiency first heuristics, as expected, achieved
greater profit improvement at the expense of more
schedule disruption. When excess capacity existed
(WORKLAD GAP � �15%, �30%), the convenience
first heuristics did not initiate schedule changes and
resulted in a statistically significant loss of profit-
ability (the same results as the case of No Action).
When the workload gap was positive (�15%,
�30%), LB_EF made more shift changes and task
rotations and achieved higher profit improvement
than LB_CF. All differences are significant at 

� 5%. Similar conclusions can be drawn regarding
BDA_EF versus BDA_CF, but the gaps between the
two approaches were generally smaller than those
of LB_EF and LB_CF. Although the profit gap be-
tween the efficiency first and convenience first heu-
ristics was statistically significant, it was relatively
small when the workload gap was positive. In fact,
slightly higher profitability (0.3% to 1.05%) was ob-
tained at the cost of substantially more schedule
changes (14% to 38%). This finding motivates the
following:

Research Question Q4: How much schedule adjust-
ment is enough? Is there a saturation point where addi-
tional profit increase due to schedule adjustment becomes
minimal?

To address this question, consider the following con-
straint in addition to the efficiency first goal program-
ming model (6), (7a) and (8) to (15):

�
i�N

Wi � � � n�N� (16)

The parameter � is the percent allowed schedule
change, representing the proportion of the staff whose

Table 5 Efficiency First versus Convenience First Approaches: STORE A

Workload gap

Solution method

LB_CF (A) LB_EF (B) BDA_CF (C) BDA_EF (D) (B)-(A) (D)-(C)

Mean percent shift change1 �15% 13.3 56.7 27.5 44.0 43.4* 16.5*
�30% 23.5 56.6 48.7 61.2 33.1* 12.5*
Total 18.4 56.65 38.1 52.6 38.25* 14.5*

Mean task rotations2 �15% 0.5 1.0 1.4 2.0 0.5* 0.6*
�30% 0.5 1.0 1.3 1.9 0.5* 0.6*
Total 0.5 1.0 1.35 1.95 0.5* 0.6*

Percent EAL increase versus no action3 �15% 1.2 2.3 2.0 2.4 1.1* 0.4*
�30% 5.6 6.6 6.9 7.1 1.0* 0.2
Total 3.4 4.45 4.45 4.75 1.05* 0.3*

1 Mean percent shift change � average of the percent ratios of shift changes made by solution method over shifts available for adjustment.
2 Mean task rotations � average number of task rotations per employee made by solution method.
3 Percent EAL increase versus no action � (Half day EAL � Half Day EALNO ACTION)/Half Day EALNO ACTION 	 100.
* Statistically significant at 
 � 5%.

Figure 2 Annual EAL Improvement Over No Action ($)—STORE A
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shifts are allowed to change and n (N) represents the
total number of employees available to work. There-
fore, constraint (16) sets an upper bound on the per-
centage of shifts changed. The experiment considered
the six cases of � � 0%, 20%, 40%, 60%, 80%, and 100%
(0% represents the case of no adjustment). The same
test problems as in the prior section with constraint
(16) added were solved using LB_EF. Figure 3 pro-
vides the profit improvement profile over the various
levels of � for workload gaps of �30%, �15%, 15%,
and 30%. In every workload scenario, one observes
that increasing schedule adjustment increases profit-
ability. However, the incremental return resulting
from a higher � substantially decreases, and the profile
curve starts to taper off at approximately � � 60%.
This finding confirms the existence of diminishing
returns from schedule adjustment and suggests that
changing more than 60% of the workers’ shifts pro-
vides little additional improvement in profitability.

In sum, convenience first heuristics generate fewer
schedule adjustments and less profitability given a
capacity gap. Therefore, it is necessary for managers to
understand the opportunity cost of fewer schedule
adjustments. However, it appears that incremental re-
turns to schedule modifications tend to decrease. Re-
gardless of the level of capacity gaps, 50% to 60% of
worker shift changes suffice to achieve the majority of
profit improvement. Therefore, when a capacity short-
age exists, managers who are concerned about exces-
sive schedule adjustment may need to adjust the work
schedule with convenience first heuristics, without
incurring considerable profit reduction.

7.3. Impact of Demand Forecast Update Errors
In the prior evaluations it was assumed that the work-
load forecast is updated without error, which is rarely
true in real-world operations. Because the estimation
process is not perfect, some schedule adjustments may
turn out to be not necessary, of the wrong magnitude,
or in the wrong direction, resulting in a negative im-
pact upon performance. Therefore, Research Question
Q5 focuses on this issue: What is the impact of demand
forecast update errors on the performance of the schedule
adjustment efforts?

To address the robustness of the proposed real-time
schedule adjustment approach in the presence of fore-
cast update errors, an experiment was conducted
where two workload gap factors were considered.
Actual workload gap (ACTUAL GAP) represents the
actual percent change in demand, while expected
workload gap (EXPECTED GAP) denotes the manag-
ers’ projection of the mean workload gap based on the
actual observations early during the day of service.
Forecast revision errors are represented by the differ-
ences between the two gaps (ACTUAL � EXPECTED)
for all combinations evaluated. This experiment con-
sidered seven levels of EXPECTED GAP (�45%,
�30%, �15%, 0%, �15%, �30%, �45%), for each of
which the work schedules were modified via the
LB_EF heuristic. The 0% level of EXPECTED GAP
corresponds to the no adjustment case. The modified
work schedules were evaluated through the use of the
QSR simulator under seven levels of true demand
change scenarios (ACTUAL GAP � �45%, �30%,
�15%, 0%, �15%, �30%, �45%). Table 6 reports the

Figure 3 Diminishing Returns to Schedule Adjustment
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percent difference in EAL between the various com-
binations of expected and actual workload gaps at
STORE A. The significance of the deviations are tested
using ANOVA and paired sample t-tests (
 � 5%).
The results for STORE B were similar to those for
STORE A and omitted here.

The EAL percent difference shows that in most
cases the store experienced reduced profits because of
forecast update error. In the case of a positive ACTUAL
GAP, the highest EAL improvement was achieved
when the ACTUAL GAP was equal to EXPECTED
GAP (accurate forecast revision). For instance, when
the actual demand gap was 15%, the maximum EAL
improvement was obtained when the adjustments
were made based on a 15% expected demand increase.
As expected, the greater the difference between the
EXPECTED and ACTUAL GAP, the larger the reduc-
tion in profitability. In the case of a negative ACTUAL
GAP, under-forecasting (e.g., ACTUAL GAP � �15%,
EXPECTED GAP � �45%) did not lead to large lost
sales, but labor cost reduction was large enough to
offset the modest change in lost sales, ultimately in-
creasing EAL (2.2%). Such findings can be attributed
to the fixed service standard policy employed in the
target staffing guideline. As discussed earlier, the 210-
second service standard may be optimal for the peak-
level demand, but suboptimal for lower levels of cus-
tomer traffic. For lower demand levels, the 210-second
service standard tends to overstaff the restaurant so
that a moderate level of demand surge (workload gap

 �15%) can be absorbed without a real-time sched-
ule adjustment.

With the direction of the workload change accu-
rately estimated, reduction in profit caused by inaccu-
rate estimation of the magnitude is relatively small
and often statistically insignificant, in particular if the
magnitude of forecast update error is less than 15%.
However, statistically significant profit differences ex-
ist when the direction of the workload imbalance is
incorrectly estimated. For example, when actual de-

mand was greater than the initial forecast (ACTUAL
GAP � 0%), significant profit loss would be experienced
if managers expected a decreasing trend (EXPECTED
GAP 
 0%). Likewise, they would be able to increase
EAL if they expect a slowdown of customer traffic
(EXPECTED GAP 
 0%), when actual demand proved
to be lower than the initial forecast (ACTUAL GAP

 0%). In sum, as long as managers can correctly
identify the overall direction of the demand change (e.g.
‘busy’ or ‘slow’) and the error size is not substantial
(less than 30%), the real-time schedule adjustment is
relatively robust to forecast update errors.

8. Discussion and Future Studies

8.1. Discussion
This paper proposed a methodology for structuring
the real-time schedule adjustment decision for front-
line operations using quick service restaurants as a
demonstration vehicle. The methodology involved the
development of a mathematical formulation of the
real-time schedule adjustment decision based upon a
field study, and proposed efficient heuristic solution
approaches. A series of experimental studies were
conducted to evaluate the relative effectiveness of the
heuristics and experienced service managers, to inves-
tigate the trade-off between profit improvement and
schedule stability, and to test the sensitivity of the
schedule adjustment efforts when revised workload
forecast estimates are inaccurate.

As a result, this study made a number of notewor-
thy observations. First, experienced managers’ deci-
sions were effective, but computer based heuristic ap-
proaches could provide further improvements in
profitability, particularly in the case of larger or posi-
tive workload gaps. The suggested decision support
approaches may not only reduce managerial time bur-
den but also decrease inconsistency in decision-mak-
ing among managers. As suggested in a study by

Table 6 EAL Percent Difference Between Expected and Actual1: STORE A

Expected workload gap

Actual workload gap

�45% �30% �15% 0% �15% �30% �45%

�45% 0.0 1.5 2.2* 0.5 �6.4* �12.6* �17.8*
�30% �2.3* 0.0 1.7 1.2 �4.5* �10.3* �15.8*
�15% �6.9* �3.3* 0.0 2.0 �1.0 �5.2* �10.3*

0% �11.6* �6.8* �2.7* 0.0 �2.3* �5.8* �10.5*
�15% �16.7* �10.6* �5.5* �0.8 0.0 �0.8 �3.4*
�30% �22.4* �14.9* �8.8* �3.3* �1.1 0.0 �0.8
�45% �28.9* �19.8* �12.9* �6.7* �3.5* �1.0 0.0

1 EAL Percent Difference � (EALExpected GAP � EALActual GAP)/EALActual GAP 	 100.
* Statistically significant at 
 � 5%.
Adjustment was made using the LB_EF heuristic based on the EXPECTED GAP.
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Bowman (1963) decades ago, establishing a more con-
sistent process can improve performance.

Second, this study identified the diversity of goal
orientation among managers and evaluates its impact
on profitability. Convenience first heuristics generated
fewer schedule modifications and produced less profit
improvement, particularly in case of capacity surplus.
When capacity shortages occur, profit reduction in
return for few schedule disruptions was statistically
significant, but practically minimal. It was noted that
limiting the percentage of workers whose shifts are
allowed to change to about 50% to 60% was sufficient
to attain near maximum profit improvement. There-
fore, when considering the schedule stability versus
profitability tradeoff, the degree of schedule changes
made may range from no adjustment up to this satu-
ration point of the profit profile curve (Figure 3).
Within this range, managers may choose one of mul-
tiple solutions generated by the heuristics. In particu-
lar, when service capacity needs expansion, the con-
venience first heuristics are an attractive alternative
for those who are concerned about worker dissatisfac-
tion and managerial burden. Alternatively, the effi-
ciency first heuristics with the constraint (16) and an
acceptable level of � can generate schedules more
satisfactory to practicing managers.

Third, the study confirms the value of accurate
workload estimates for the real-time schedule adjust-
ment decision and suggests the importance of deter-
mining the direction (rather than magnitude) of de-
mand changes. To do so, managers must monitor POS
sales data and actively search for the qualitative ‘clues’
from employees, customers, and other media within a
very short time window. Thompson’s (1999) business-
volume-consistency chart may be a useful quantitative
tool to keep track of sales during a day. To help
improve predictability, managers should identify the
causes of any changed conditions at the end of the
day, and keep an event logbook that is routinely up-
dated (event characteristics, impact on sales, duration,
etc.). This would be a useful and quick reference data
source to assist in making a no-adjustment/adjust-
ment decision.

8.2. Recommendations for Future Studies
This study represents the first reported investigation
of a mathematical model of the front-line real-time
work schedule adjustment decision. While providing
useful insights into this complex management task
and proposing a useful methodology, the paper has
several limitations, requiring further research efforts
in the future. First, while the proposed goal program-
ming model contains the primary objectives of interest
to management, it does not explicitly consider profit

maximization directly in its objective function, but
instead pursues surrogate goals, as did the experi-
enced decision makers. For example, the target cus-
tomer service goals were developed to take into ac-
count profitability and represent a surrogate profit
measure. As research studies on customer tolerance
and reneging behaviors has progressed (Zohar et al.
2003), it would be interesting to explicitly model prof-
itability by taking into account customer impatience as
a function of service capacity. For example, Goodale et
al. (2003) suggested a market-utility based shift sched-
uling formulation, which may be useful to real-time
schedule adjustment research. Additionally, the back-
office formulation needs to be investigated to deter-
mine its primary objectives. Second, this paper does
not fully investigate the negative effect of excessive
schedule adjustment. For example, frequent schedule
disruption may break smooth work flow, and lower
worker morale, which in turn may reduce worker
productivity as well as worker’s willingness to accom-
modate schedule changes. Furthermore, lowered mo-
rale might increase worker absenteeism or turnover so
that management may have to adjust schedules more
frequently. The relationship between schedule disrup-
tion and worker morale has been the topic of study in
organizational behavior (O’Connor et al. 1982). Inter-
disciplinary research efforts are necessary to address
this issue. Finally, more case studies on various high-
volume, labor-intensive quick service organizations
such as call centers are necessary to further under-
stand the issues associated with real-time schedule
adjustment. In particular, the call center industry has
been growing fast recently and already has appropri-
ate infrastructure and technology in place such as
sophisticated data tracking/forecasting and agent
scheduling software (Pinedo et al. 2000), which would
facilitate the implementation of real-time schedule ad-
justment.
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